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57 ABSTRACT 

A computer controlled group of programmer Sites are pro 
Vided to burn in or enter operating code into various types 
of programmable electronic devices, Such as programmable 
memories, programmable logic devices (or PLDS), field 
programmable gate arrays (or FPGA's), and the like. The 
programmer Sites are connected to a central controller and 
operate under control of the central controller, typically 
personal computer. Each programmer Site includes its own 
computer processor or CPU. Initially for a production run of 
a particular type of device, one of the programmer Sites 
Serves as a master site. At the master Site, an optimized 
control Sequence for the device is developed in conjunction 
with the central controller. Once this is achieved, the optimal 
Sequence is broadcast to all programmer Sites connected to 
the central controller. Thereafter, each programmer Site, 
including the former master Site, operates autonomously to 
program the devices independently of the Status of the other 
Sites, while the central computer Scans each of the network 
Sites in a timed Sequence and provides monitoring and 
reporting functions. 

46 Claims, 6 Drawing Sheets 
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CONCURRENT PROGRAMMING 
APPARATUS AND METHOD FOR 

ELECTRONIC DEVICES 

BACKGROUND OF INVENTION 

1. Field of Invention 

The present invention relates to automated transfer or 
programming of operating codes and data into program 
mable electronic devices. 

2. Description of Prior Art 
In the Semiconductor industry, a considerable number of 

electronic devices are provided by Vendors in programmable 
form with blank memories or unspecified connections 
between arrays of logic circuits. Users can then custom 
configure or program the electronic devices to perform their 
intended functions by programming them, transferring or 
"burning in a Sequence of operating codes into the memory, 
or by Specifying a particular arrangement of gating logic 
connections. 

Special purpose programming machines, known as device 
programmers, have been developed to allow designers and 
engineers to rapidly transfer these codes, gating logic 
arrangements and the like into the programmable devices. 
The initial type of device programmer was a Stand alone or 
Single device programmer, allowing an operator to insert and 
program individual devices according to end user require 
ments. The programming pattern for the device was trans 
ferred into the device from a device programming computer 
or logic circuit. 

The more recent type of device programmerS developed 
were known as gang programmers. These were intended for 
large production runs of the same type or model of pro 
grammable device. An array of device programming Sites 
like the Single site Station ones operated in parallel in a 
common programming Sequence according to production 
programming codes from a single central computer. A Set or 
production run group of devices would be loaded into the 
array of programming sites. When the Sites were loaded, the 
array of devices was then programmed in a common, ganged 
Sequence, each device Starting and completing the program 
ming Sequence in common with each of the other devices. 

There were, however, Several undesirable features to gang 
programming. One of these was time inefficiency. When the 
programming machine was being loaded with blank devices 
by the operator, none of the programming Sites was operat 
ing due to the required common Starting and operating 
Sequence. Further, once the programming machine was 
loaded and Started into the programming run, the machine 
operator was idle until the gang programming Sequence was 
completed. 

Also, it was difficult to monitor the Status or progreSS of 
the programming. If a machine operator was distracted or 
interrupted when loading or unloading an array of program 
ming Sites, it was very difficult without repeating the pro 
gramming cycle to determine whether the devices were 
either beginning blank ones or completed programmed 
devices because the gang programmer or conventional pro 
grammer's Status indicator continues to indicate that the last 
device programmed in each Site was Successfully pro 
grammed even after the Successfully programmed device 
was removed and a blank device was inserted into the 
programming site. Additionally, a number of types of Semi 
conductor devices, due to increasing productivity 
requirements, might have slightly, but not inconsequentially, 
different operating parameters or characteristics. An 
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2 
example would be the programming Voltage level. These 
variations might even occur among devices in the same 
production run from the Semiconductor manufacturer. 
Nevertheless, gang programming might be attempted of a 
number of Such devices based on an assumed existence of 
common parameters. If there were in fact variations in the 
operating parameters, even if minor ones, gang program 
ming could result in flawed or defective production of 
programmed devices because the gang programmer applies 
Similar waveform Voltages and pulse widths to each of the 
devices being programmed in the Set. 
One disadvantage of gang programmerS was Software 

complexity. The Software had to be written such that it can 
apply waveforms to all devices simultaneously and verify 
that each programmed device verifies correctly. AS program 
ming algorithms increased in complexity to handle more 
complex devices, the difficulty in writing Such Software 
increased disproportionately. 
The only available option for many users was to operate 

a number of conventional Single-site programmerS Side by 
Side. Doing So allowed increased operator efficiency, but 
also Some disadvantages. First, each Site was a separate and 
complete programmer, thus duplicating the user interface 
and the algorithm Storage requirements, thereby increasing 
cost and complexity. Second, each System was configured by 
the user independently, thus taking time and allowing simple 
operator error to cause quality problems. Third, each Sys 
tem's Status was reported Separately, So Status of the total 
operation was indeterminable except by manual methods. 
Finally, if a new algorithm was required to program a 
particular type of device, each Station was required to be 
loaded with the new algorithm. 

SUMMARY OF INVENTION 

Briefly, the present invention provides a new and 
improved apparatus and method for programming a plurality 
of electronic devices. A control computer and a Suitable 
number of programming Sites, each of which includes its 
own computer, are connected together. One of the program 
ming Sites Serves as a master Site during initial Set up for a 
programming run of a group of electronic devices. The 
control computer and the master Site initially determine the 
programming Sequence for the group of electronic devices. 
Thereafter, the control computer broadcasts the determined 
operating Sequence to all the programming sites. The Sites 
then operate independently of one another, each being 
adapted to receive and transfer code to a device without 
regard to the operating Status of the other sites. The control 
computer polls the Sites in a time Sequence to provide 
monitoring and reporting functions at a common display. 
The programming Sites according to the present invention 

also include Status detection circuitry to detect the Status of 
transfer of the code into the device. For example, the Status 
detectors at each site Sense if the device is either ready to 
begin or is in progreSS for transfer of the operating code. 
After the transfer cycle is complete, the Status detector 
Senses and causes an indicator to indicate whether a par 
ticular device has Satisfactorily completed receipt of the 
code or whether the code transfer was faulty. If the device is 
removed, Status changes again. For example, after a Suc 
cessfully programmed device is removed, the pass indicator 
is turned off thereby eliminating the possibility that a blank 
device will be interpreted as programmed. 

DESCRIPTION OF DRAWINGS 

A better understanding of the present invention can be 
obtained when the following detailed description of the 
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preferred embodiment is considered in conjunction with the 
following drawings, in which: 

FIG. 1 is a block diagram illustrating a concurrent pro 
gramming System according to the preferred embodiment of 
the present invention; 

FIG. 2 is a block diagram illustrating a device program 
ming Site of the concurrent programming System of FIG. 1 
according to the preferred embodiment; 

FIGS. 3A and 3B are flow diagrams illustrating an oper 
ating Sequence for the System of FIG. 1 according to the 
preferred embodiment; 

FIG. 4 is a flow diagram illustrating the operating 
Sequence for the device programming site of the type 
illustrated in FIG.2 according to the preferred embodiment; 
and 

FIG. 5 is a flow diagram illustrating in more detail a 
portion of the operating Sequence of FIG. 4 according to the 
preferred embodiment. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

Referring now to FIG. 1, there is illustrated a concurrent 
programming System S according to the preferred embodi 
ment. The concurrent programming System S comprises a 
plurality of programming sites 100 each connected to a 
central controller 102. The programming sites 100 are 
independent but conveniently grouped together into a single 
unit, called a programming Station 104 for operation by a 
Single user. A number of programming Stations 104 can be 
connected to the central controller 102 if further capacity is 
desired, with each programming Station 104 operable by 
Single or multiple users. 

The central controller 102 is conveniently a conventional 
International Business Machines (IBM) compatible personal 
computer (PC) including a display 106 and input device 108 
for accepting input from a user and providing Visual and 
optional audio status. Alternatively, other Standard or pro 
prietary computers capable of remote communications and 
user interaction may be used. The PC is preferred since it is 
widely available and provides a standard platform for soft 
ware to operate. 

It is contemplated that the central controller 102 could 
alternatively be integrated as part of the programming 
station 104, in which case smaller forms of the input device 
108 and display 106 would be used, such as a liquid crystal 
display (LCD) and keypad. The central controller 102 con 
nects to the programming sites 100 via a bidirectional 
parallel port, although any Serial or parallel communications 
Scheme is adequate. In an alternative embodiment, the 
programming Stations 104 are connected to a conventional 
computer network, Such as Ethernet or Token Ring, with 
each programming site 100 being a network node. 

Each programming Site 100 includes identical logic and 
features, which are more fully described below. Each pro 
gramming site is capable of programming a variety of 
programmable devices, Such as Programmable Logic 
Devices (PLDs), Programmable Array Logic (PAL(R) 
devices, Programmable Read-Only Memories (PROMs, 
OTP PROMs, EPROMs, EEPROMs, FLASH memories, 
etc.), Field Programmable Gate Arrays (FPGAs), program 
mable microcontrollers and other devices containing a pro 
grammable element. All types of package types are Sup 
ported by an interchangeable receptacle (discussed below). 
One of the programming sites 100 is identified as a master 

site 100a, with the remaining programming sites 100 serving 
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4 
as slave sites 100b. The master site 100a works in concert 
with the central controller 102 to develop an optimal control 
Sequence for a programmable device. Once the optimal 
control Sequence is developed, the central controller 102 
downloads the Sequence into each of the individual pro 
gramming Sites 100. From then on, the programming Sites 
100 operate independently and concurrently to program 
individual programmable devices of the same type without 
intervention from the central controller 102 except to report 
status back to the central controller 102 and to restart the 
programming operation. It is contemplated that the program 
ming station 104 could be initialized to concurrently pro 
gram different device types, but this is not preferable from 
a practical Standpoint Since multiple devices types may 
cause operator confusion or at least reduced performance 
and thereby reduce the benefits of the present invention. 

In the alternative embodiment described above wherein 
the central controller 102 is integrated within the program 
ming Station 104, a further alternative is contemplated 
wherein the master site provides the functionality of the 
central controller, thereby reducing the number of proceSS 
ing elements by one. 

Thus, once programming begins at the individual sites, it 
is not necessary to wait for all programming sites 100 to 
finish programming before unloading the programmed 
devices. One programming site 100 can be programming 
while an operator is removing or inserting a device in 
another programming Site 100. This is particularly important 
for complex devices such as an Altera 7128 where the 
programming time is up to 36 Seconds. Prior art program 
mers were limited to about 88 devices per hour. By provid 
ing multiple independent programming sites throughput can 
be increased to about 700 devices per hour. Furthermore, 
fault tolerance is increased significantly and the independent 
programming Sites allow each Site to fine tune particular 
programming parameters according to the inserted device 
without affecting the other sites, thereby increasing yields. 
Now referring to FIG. 2 there is illustrated a block 

diagram of a programming site 100 according to the pre 
ferred embodiment. A central processing unit (CPU) 200 
couples to memory 202, a pin driver circuit 204, an output 
port 206, an input port 208 and a communications interface 
210. The communications interface 210 includes a user 
configurable identification Switch 212, or equivalent 
mechanism, for the central controller 102 to uniquely iden 
tify each programming site 100. It is noted that other 
Software or hardware methods or means of identifying a 
Single Site are adequate to accomplishing the present inven 
tion. Communications between the central controller and the 
programming site 100 are handled through the communica 
tions interface 210. The programming site 100 receives the 
control Sequence from the central controller 102 and Stores 
it in memory 202. Because the downloaded control Sequence 
is identical for each programming site 100, a shared memory 
or direct memory access (DMA) architecture may be used in 
an alternative embodiment wherein each programming Site 
100 includes a CPU 200. Each Such CPU would communi 
cate with the Shared memory module, thereby reducing costs 
at the expense of a slightly more complex design. Shared 
memory architectures are known in the computer arts and 
therefore are not discussed further herein. 
The pin drivers 204 are coupled to an interchangeable 

receptacle or Socket 205 for applying Voltages and wave 
forms to a device under test (DUT) 224 received into the 
receptacle 205. The DUT 224 is the programmable device 
currently being operated on by the programming site 100. 
The receptacle 205 typically supports only one device at a 
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time, but certain receptacles can Support multiple devices at 
a time. The receptacle 205 also includes a memory 207 for 
storing a count of device operations. The memory 207, 
preferably an electrically erasable programmable memory 
(EEPROM), couples to the CPU200. The CPU200 executes 
the control Sequence, thereby causing the pin driverS 204 to 
develop appropriate Voltages and waveforms on appropriate 
pins of the DUT according to the device manufacturer's 
specifications of the DUT. 

In addition to reporting status to the central controller 102, 
the site 100 provides a visual indication of the status of the 
DUT. The output port 206 provides signals to a series of 
status indicator LEDs including a fail LED 214, an active 
LED 216, a pass LED 218, and a start LED 220. The CPU 
200 writes certain values into a register of the output port 
206 thereby causing the LEDs to turn on or off. The start 
LED 220 is integral with a start switch 222 which is coupled 
to the input port 208. The CPU200 polls the input port 208 
to determine whether the start switch 222 is depressed. 
Alternative embodiments are contemplated wherein the Sta 
tus display mechanism and Start Switch may take another 
form (Such as an LCD or Switch attached to the receptacle 
205) or absent altogether. 
Now referring to FIGS. 3A and 3B, there is illustrated a 

sequence of steps performed by the central controller 102 in 
initializing the programming Station 104. The Sequence 
starts at step 300 where the central controller 102 is initial 
ized by the user. Initialization includes Such operations as 
Selecting the device type, Selecting a data pattern to be 
programmed into the programmable devices and loading it 
into a buffer of the central controller 102; selecting a number 
of operations to be performed; and Selecting various other 
options including word range, offset, data path width, blank 
checking, Verification after programming, continuity testing, 
autostart, check electronic ID, run vector tests, and Security 
programming. The autoStart option causes the Site to begin 
the programming operation once it detects the device has 
been inserted. The detection is performed by a device 
continuity test whereby current is applied to the device pins 
to determine if the device is inserted correctly. An alternative 
embodiment is contemplated wherein a Sensor or Switch on 
the receptacle 205 determines when the device is secured 
into the receptacle. 
At step 302, the central controller 102 attempts to estab 

lish communications with each of the programming Sites 
100. If a particular site is not responding then the central 
controller 102 relays that information to the user and allows 
the operation to proceed on the Sites that respond correctly. 
At step 304, the central controller 102 checks each program 
ming site 100 for the correct configuration. This includes 
checking for the proper receptacle 205 and whether it is 
installed correctly. If the proper receptacle 205 is attached, 
a count of Successful device operations is read from memory 
207 located on the receptacle 205 and compared against a 
recommended maximum number of device operations. If 
this number is exceeded, the user is notified and given the 
option to replace or remove the receptacle or disregard the 
message. The central controller 102 proceeds to download 
executable code to each of the programming Sites 100, at 
step 306. This code is comprised of the sequence of instruc 
tions necessary to perform the operations Selected by the 
user. After the executable code is downloaded, at step 308, 
if necessary the central controller 102 downloads the data 
pattern to be programmed into the Selected devices to each 
of the programming sites 100. At step 310, the Ventral 
controller 102 communicates a Sequence of commands to 
the master site 100a. This sequence of commands is per 
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6 
formed by the master site 100a according to the previously 
downloaded executable code and data. AS the master Site 
100a is performing the commands, the central controller 102 
memorizes or Stores the Sequence in its memory. It is 
desirable that only necessary Steps are memorized, thereby 
providing a more efficient or optimized Sequence of Steps for 
the sites 100 to Subsequently execute. The optimation is 
performed by the central controller. It is common for the 
optimization to eliminate the transfer of redundant or unused 
data, address Sequences and/or code. For example, in order 
to program many PLDS, it is not necessary to address bits 
that are not to be programmed. It is also not necessary to 
apply programming pulses to data bits that represent an 
unprogrammed bit of the device. Certain operations 
included into the executable code Stream, but not com 
manded to be performed, are also left out of the memorized 
Sequence as unnecessary. For example, once the bits to be 
programmed in the DUT 224 have been determined for the 
first device, it is not necessary to read the original pattern 
data again when programming Subsequent devices. By per 
forming these optimizations initially while programming the 
first device, the Subsequent high Volume operations perform 
much more rapidly on the individual sites 100. 

Also, in certain cases, steps 306–310 are performed 
interactively and not necessarily in the same order. For 
example, after the executable code is downloaded, a power 
on command to power on the device may be provided to the 
CPU200 before the data is actually provided. Steps 306–310 
cause the master site CPU 200 to perform steps 400-418. 

After the commands have been performed, the Status of 
the operation is determined, at Step 312. If the operation 
fails, the central controller 102 aborts further operations 
until the operator can determine the cause of the error. If the 
operation passes, the central controller 102 proceeds to Step 
314. Both the central controller 102 and the master site 100a 
perform tests to determine Success. At Step 314, the central 
controller 102 downloads the memorized Sequence to each 
of the programming sites 100. The status of each of the 
programming sites 100 is then displayed on the display 106, 
at step 316. 
The use of the master site 100a provides an efficient 

mechanism for early detection of an improper Setup. Hence, 
Setup changes can be performed by the operator before the 
remaining slave sites 100b are initialized. Of course, the 
steps utilizing the master site 100a mechanism could be 
eliminated (particularly steps 310 and 312) and more con 
ventional methods used, whereby the code is delivered to 
each site 100. However, this is not preferable since it does 
not provide the operator an early indication of impending 
failure. Furthermore, the code of the central controller 102 
to optimize the Sequence of instructions is more compli 
cated. 
The central controller 102 then enables each of the 

programming sites 100 for independent operation, step 318, 
thereby causing each site to execute steps 400-418. The 
central controller 102 then initializes its device counter to 
one (1), at step 320. The central controller 102 then enters 
a polling routine where, at Step 322, a programming site 100 
is selected. Next, at steps 324 and 326, the central controller 
102 polls or checks the Status of the Selected programming 
site 100. If status is not available, control loops back to step 
322 to select another site. If the site status is indicated 
available, at Step 326, the Status is read from the program 
ming site 100 and at step 328 the display 106 is updated with 
the new status. It is contemplated that Such polling can be 
alternatively performed with interrupt routines. 
At step 330, the central controller determines if the status 

provided by the selected programming site 100 indicates the 
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device passed. If So, at Step 332 the count is incremented by 
a count of one (1). If not, control proceeds to step 334 where 
the central controller determines if the desired number of 
devices has been programmed. If not, control proceeds to 
step 336 to restart the site 100, then back to step 322 where 
a next programming site is Selected in a round robin or 
Sequential fashion and the polling routine continues. If at 
step 334 it was determined that the desired number of 
devices has been programmed, then the operation is deemed 
complete. 
Now referring to FIG. 4, there is illustrated a sequence of 

steps performed by the CPU200 of each programming site 
100 in the programming of devices. It is noted that each of 
the programming sites 100 is capable or performing this 
Sequence of Steps independently and concurrently with the 
other sites. It is also noted that certain Steps could be 
performed by either the CPU 200 or the central controller 
102. The Sequence Starts upon engagement by the central 
controller 102, such as at step 318. At step 400, the start LED 
220 is turned on. At step 401, the programming site 100 
determines whether a device, Such as the DUT 224, is 
inserted into the receptacle 205. If not so, then control 
proceeds to step 402 where it is determined if the start Switch 
222 is depressed. If the Start Switch is not depressed, then 
control proceeds back to step 401. If either the part is 
inserted, at Step 401, or the Start Switch is depressed, at Step 
402, control proceeds to step 404 where the active LED 216 
is turned on, the fail LED 214 and start LED 220 are turned 
off and status is provided to the central controller 102. At 
Step 406, the device is programmed according to the down 
loaded Sequence of instructions and particular device char 
acteristics. More detail on this operation is provided below 
in conjunction with the description of the procedures Set 
forth in FIG. 5. 

Control then proceeds to step 408 where the results of step 
406 are passed to the central controller 102. At step 410, the 
CPU200 begins updating the status of the LEDs 214–220 by 
determining whether the operation was Successful. If So, 
then control proceeds to step 412 where the pass LED 218 
is turned on and the active LED 216 is turned off The count 
of total operations performed by this receptacle 205 is 
recorded in the EEPROM memory 207 located on the 
receptacle. Control then proceeds to step 414 where the CPU 
200 determines whether the device has been removed. Step 
414 is repeated until the device is removed, upon which 
control proceeds to step 416 where the pass LED 218 is 
turned off. 

If at step 410 it is determined that the operation was not 
successful, control proceeds to step 420 where the fail LED 
214 is turned on and the active LED 216 is turned off, 
thereby indicating to the user that the programming opera 
tion failed and the device may be removed. The count of 
total operations and failed operations on this receptacle 205 
is recorded in the EEPROM memory 207 located on the 
receptacle. The CPU 200 then determines whether the 
device has been removed. If the device has not been 
removed, then at step 424 the CPU200 causes the fail LED 
214 to toggle, thereby providing a visual indication to the 
user that the programming operation failed, but was 
attempted. If the device is removed, then the CPU 200, at 
step 426 causes the fail LED 214 to remain on until a new 
device is inserted. Thus, if the operator forgets to immedi 
ately look at the Status indication, the failure indication is 
held until a new part is inserted. Furthermore, the operator 
is provided multiple indications to prevent blank or failed 
devices from being misinterpreted as programmed. 

Steps 416 and 426 both proceed to step 418 where the 
CPU200 causes status of the above operation to be sent the 
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8 
central controller 102. The display 106 provides an indica 
tion of the current and ongoing operations. The Status of 
each Site is displayed on the display. Furthermore, the Status 
of the operation as a whole is determined and displayed, 
including Such Statistics as the number of devices passed, 
failed and remaining to be programmed, as well as the 
number of devices programmed per hour. The CPU200 then 
waits idle for another engage command from the central 
controller 102. 

Now referring to FIG. 5, there is illustrated a sequence of 
steps performed by the CPU 200 to accomplish the pro 
gramming step 406 of FIG. 4. At step 500, the CPU 200 
determines whether the device is inserted into the receptacle 
205 correctly. If not so, the device cannot be programmed 
and the CPU indicates a failure, as shown at step 510. A 
count of errors is read from EEPROM memory 207 located 
on the receptacle 205. If the error count is sufficiently high 
or the average errorS is at a high enough percentage, the user 
is notified that a problem may exist with the receptacle 205 
and then given the opportunity to disable that Site or replace 
the receptacle. If the device is inserted correctly, the CPU 
200 proceeds to step 502 where a device identifier is read 
from the device 224. The device identifier provides device 
Specific information, which can vary from particular devices 
of the same type and even from the same manufacturer, Such 
as required programming Voltages and programming pulse 
widths. 
At step 504, the CPU 200 then adjusts its programming 

parameters, Such as programming Voltages, waveforms and 
pulse widths, based on the device identifier information. 
Once these parameters are fine tuned for the particular 
inserted device 224, at step 506, the CPU200 performs the 
programming of the device 224 including other selected 
operations, Such as blank checking, verification, Security 
programming and checking and Vector testing. At Step 508, 
the CPU 200 determines whether these operations were 
performed successfully. If not so, the CPU200 indicates a 
failure, as shown at step 510, and control returns to step 408 
of FIG. 4. If the operations are successful, the results are 
indicated as passing, at Step 512, and control returns to Step 
408 of FIG. 4. When a failure is detected at any step, the type 
of failure is communicated to the central controller 102 for 
display on the display 106. 
The foregoing disclosure and description of the invention 

are illustrative and explanatory thereof, and various changes 
in the size, shape, materials, components, circuit elements, 
wiring connections and contacts, as well as in the details of 
the illustrated circuitry and construction and method of 
operation may be made without departing from the Spirit of 
the invention. 

I claim: 
1. An apparatus for automated transfer of a Sequence of 

operating codes into each memory of a plurality of program 
mable electronic devices, comprising: 

a control computer; 
a plurality of programming Stations, each having its own 

computer connected into a network with Said control 
computer, 

each programming Station further having a receptacle for 
receiving an electronic device to be programmed with 
the Sequence of operating codes; 

one of Said programming Stations Serving as a master 
Station during initial Set up for a programming run of a 
group of electronic devices, 

Said control computer and the master Station initially 
determining an optimal programming Sequence for 
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transfer of the Sequence of operating codes into each 
memory of the group of programmable electronic 
devices, 

Said control computer thereafter broadcasting the deter 
mined optimal programming Sequence over Said net 
work to Said plurality of programming Stations, and 

Said plurality of programming Stations transferring the 
Sequence of operating codes into Said electronic 
devices in Said receptacles. 

2. The apparatus of claim 1, further including: 
each of Said programming Stations operating indepen 

dently of the others to transfer the Sequence of oper 
ating codes to a memory of an electronic device in Said 
receptacle after receipt of the broadcast programming 
Sequence from Said control computer. 

3. The apparatus of claim 2, wherein one of Said pro 
gramming Stations develops a malfunction during a pro 
gramming run and further including: 

the others of Said plurality of programming Stations 
continuing to operate independently of Said malfunc 
tioning one during the programming run. 

4. The apparatus of claim 1, wherein the programmable 
electronic devices carry a transmittable code indicative of 
operating parameterS Specific to the device, and wherein: 

each of Said programming Stations includes means for 
activating the device to Send the transmittable code; 
and 

wherein Said master Station includes means for receiving 
the transmittable code when Sent and adjusting the 
determined programming Sequence according to the 
operating parameters indicated by the received code 
from the device. 

5. The apparatus of claim 1, wherein Said programming 
Stations include: 

a status detector detecting the Status of transfer of the 
Sequence of operating codes into the device; and 

a Status indicator indicating the detected Status of the 
transfer of the Sequence of operating codes into the 
device. 

6. The apparatus of claim 1, wherein Said Status detector 
includes a detector detecting removal of a device from Said 
receptacle after transfer of the Sequence of operating codes 
to the device is completed. 

7. The apparatus of claim 6, wherein Said Status indicator 
includes: 

a removal indicator to indicate removal of the device from 
Said receptacle after the Sequence of operating codes 
transfer is completed. 

8. A method of automated transfer of a Sequence of 
operating codes into memories of a plurality of program 
mable electronic devices, comprising the Steps of 

connecting a plurality of programming Stations, each 
having its own computer and a receptacle for receiving 
a programmable electronic device to be programmed, 
into a network with a control computer; 

initially determining an optimal programming Sequence 
for a programming run of a group of programmable 
electronic devices with the control computer and with 
one of Said programming Stations Serving as a master 
Station; 

thereafter broadcasting the determined optimal program 
ming Sequence over Said network to Said plurality of 
programming Stations, 

inserting programmable electronic device into the recep 
tacles of the programming Stations, and 

15 

25 

35 

40 

45 

50 

55 

60 

65 

10 
transferring the Sequence of operating codes into the 

devices at the program Stations according to the deter 
mined optimal programming Sequence. 

9. The method of claim 8, further including the step of: 
each of Said programming Stations operating indepen 

dently of the others to program devices after receipt of 
the broadcast programming Sequence from Said control 
computer. 

10. The method of claim 8, wherein one of said program 
ming Stations develops a malfunction during a programming 
run and further including the Step of 

the others of Said plurality of programming Stations 
continuing to operate independently of the malfunc 
tioning one during the programming run. 

11. The method of claim 8, wherein the programmable 
electronic devices carry a transmittable code indicative of 
operating parameterS Specific to the programmable elec 
tronic device, and further including the Steps of: 

activating the programmable electronic device of the 
programming Station to Send the transmittable code 
Subsequent to its insertion into the receptacle of the 
programming Station; 

receiving the code at the master Station when Sent; and 
adjusting the determined programming Sequence accord 

ing to the operating parameters indicated by the 
received code from the device. 

12. An apparatus for automated transfer of a Sequence of 
operating codes into memories of a plurality of program 
mable electronic devices, comprising: 

a plurality of programming Sites connected to a control 
computer over a network, each programming Site hav 
ing its own controller for independently programming 
one of Said plurality of programmable electronic 
devices, and further including a receptacle for receiving 
a programmable electronic device, Said controller 
transferring the Sequence of operating codes into Said 
received programmable electronic device according to 
an optimal programming Sequence determined by the 
control computer and one of the plurality of program 
ming Sites. 

13. The apparatus of claim 12, wherein each Said pro 
gramming site is uniquely identifiable, the apparatus further 
including: 

a central controller coupled to Said plurality of program 
ming Sites, said central controller communicating a 
Sequence of operating codes to each programming site. 

14. The apparatus of claim 12, wherein one of Said 
programming Sites Serves as a master Site, the apparatus 
further including: 

Said master Site performing Said Sequence of program 
ming Steps, and 

each of Said plurality of programming Sites receiving and 
retaining Said programming Steps. 

15. The apparatus of claim 14, wherein said master site 
performs the functionality of Said central controller. 

16. The apparatus of claim 12, wherein each said con 
troller at Said plurality of programming Sites includes 
memory for retaining Said Sequence of operating codes. 

17. The apparatus of claim 12, wherein said plurality of 
programming sites include a shared memory for retaining 
Said Sequence of operating codes. 

18. The apparatus of claim 12, wherein the programmable 
electronic devices carry a transmittable code indicative of 
operating parameterS Specific to the device, and wherein: 

each of Said programming sites includes means for acti 
Vating the device to Send the transmittable code, and 
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wherein Said controller includes means for receiving the 
transmittable code when Sent and adjusting parameters 
of Said Sequence of programming Steps according to the 
operating parameters indicated by the received code 
from the device. 

19. The apparatus of claim 12, wherein performance of 
each programming site is independent of the other. 

20. The apparatus of claim 12, wherein if one of said 
programming Sites develops a malfunction the remaining of 
Said plurality of programming sites continue to operate 
independently of Said malfunctioning one. 

21. A method of automated transfer of a sequence of 
operating codes into a memory of each of a plurality of 
programmable electronic devices, each programmable elec 
tronic device placed into one of a plurality of programming 
Sites, each programming site for connecting to a central 
controller, one of Said programming sites Serving as a master 
Site, the method comprising the Steps of: 

receiving data, a programming algorithm and program 
ming parameters into Said master Site from Said central 
controller; 

inserting a programmable electronic device into Said 
master site; 

reading device information at the master site from Said 
inserted programmable electronic device; 

modifying Said programming parameters based on Said 
device information; 

determining with the master Site and the central controller, 
an optimal Sequence of Steps required to program Said 
device, Said optimal Sequence of Steps assembled 
according to Said data, Said programming algorithm, 
and Said programming parameters: 

retaining the optimal Sequence of steps; and 
providing Said optimal Sequence of Steps to each of Said 

plurality of programming Sites. 
22. The method of claim 21, wherein said sequence of 

StepS is assembled according to Said data, Said programming 
algorithm, and Said programming parameters. 

23. The method of claim 21, wherein said device infor 
mation includes programming Voltages, pulse widths and 
other programming parameters. 

24. The method of claim 21, wherein Said programming 
information is comprised of data, programming algorithms, 
and device programming parameters. 

25. The method of claim 21, further comprising the step 
of: 

Selecting a device type to be programmed, Said Selection 
performed at the central controller before Said receiving 
Step. 

26. An apparatus for automated transfer of an arrangement 
of gating logic instructions into a plurality of programmable 
logic arrays, comprising: 

a control computer; 
a plurality of programming Stations, each having its own 

computer connected into a network with Said control 
computer, 

each programming Station further having a receptacle for 
receiving an electronic device to be programmed with 
an arrangement of logic instructions, 

one of Said programming Stations Serving as a master 
Station during initial Set up for a programming run of a 
group of programmable logic arrays, 

Said control computer and the master Station initially 
determining an optimal programming Sequence for 
transfer of an arrangement of gating logic instructions 
into the group of programmable logic arrays, 
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12 
Said control computer thereafter broadcasting the deter 

mined optimal programming Sequence over Said net 
work to Said plurality of programming Stations, and 

Said plurality of programming Stations transferring the 
arrangement of logic instructions into Said plurality of 
programmable logic arrays in Said receptacles. 

27. The apparatus of claim 26, further including: 
each of Said programming Stations operating indepen 

dently of the others to transfer the arrangement of 
gating logic instructions to a programmable logic array 
in Said receptacle after receipt of the broadcast pro 
gramming Sequence from Said control computer. 

28. The apparatus of claim 27, wherein one of said 
programming Stations develops a malfunction during a pro 
gramming run and further including: 

the others of Said plurality of programming Stations 
continuing to operate independently of Said malfunc 
tioning one during the programming run. 

29. The apparatus of claim 26, wherein the programmable 
logic arrays carry a transmittable code indicative of operat 
ing parameterS Specific to the array, and wherein: 

each of Said programming Stations includes means for 
activating the array to Send the transmittable code; and 

wherein Said master Station includes means for receiving 
the transmittable code when Sent and adjusting the 
determined programming Sequence according to the 
operating parameters indicated by the received code 
from the array. 

30. The apparatus of claim 26, wherein Said programming 
Stations include: 

a status detector detecting the Status of transfer of the 
arrangement of gating logic instructions into the array; 
and 

a Status indicator indicating the detected Status of the 
transfer of the arrangement of gating logic instructions 
into the array. 

31. The apparatus of claim 26, wherein Said Status detec 
tor includes a detector detecting removal of an array from 
Said receptacle after transfer of the arrangement of gating 
logic instructions to the array is completed. 

32. The apparatus of claim 31, wherein said status indi 
cator includes: 

a removal indicator to indicate removal of the array from 
Said receptacle after the arrangement of gating instruc 
tions transfer is completed. 

33. A method of automated transfer of an arrangement of 
gating logic instructions into a plurality of programmable 
logic arrays, comprising the Steps of: 

connecting a plurality of programming Stations, each 
having its own computer and a receptacle for receiving 
a plurality of programmable logic arrays to be 
programmed, into a network with a control computer; 

initially determining an optimal programming Sequence 
for a programming run of a group of the programmable 
logic arrays with the control computer and with one of 
Said programming Stations Serving as a master Station; 

thereafter broadcasting the determined optimal program 
ming Sequence over Said network to Said plurality of 
programming Stations, 

inserting programmable logic arrays into the receptacles 
of the programming Stations, and 

transferring the arrangement of gating logic instructions 
into the arrays at the program Stations according to the 
determined optimal programming Sequence. 
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34. The method of claim 33, further including the step of: 
each of Said programming Stations operating indepen 

dently of the others to program arrays after receipt of 
the broadcast programming Sequence from Said control 
computer. 

35. The method of claim 33, wherein one of said pro 
gramming Stations develops a malfunction during a pro 
gramming run and further including the Step of 

the others of Said plurality of programming Stations 
continuing to operate independently of the malfunc 
tioning one during the programming run. 

36. The method of claim 33, wherein the programmable 
logic array devices carry a transmittable code indicative of 
operating parameterS Specific to the programmable logic 
array, and further including the Steps of: 

activating the programmable logic array of the program 
ming Station to Send the transmittable code Subsequent 
to its insertion into the receptacle of the programming 
Station; 

receiving the code at the master Station when Sent; and 
adjusting the determined programming Sequence accord 

ing to the operating parameters indicated by the 
received code from the array. 

37. An apparatus for automated transfer of an arrangement 
of gating logic instructions into a plurality of programmable 
logic arrays, comprising: 

a plurality of programming sites connected to a control 
computer over a "network, one of Said programming 
Sites Serving as a master Site during initial Set up for a 
programming run of a group of programmable logic 
arrays each programming Site having its own control 
ler for independently programming one of said plurality 
of programmable logic arrays, and further including a 
receptacle for receiving a programmable logic array, 
Said controller transferring the arrangement of gating 
logic instructions into Said received programmable 
logic array according to an optimal programming 
Sequence determined by the control computer and Said 
master Site. 

38. The apparatus of claim 37, wherein each said pro 
gramming site is uniquely identifiable, the apparatus further 
including: 

a central controller coupled to Said plurality of program 
ming Sites, Said central controller communicating an 
arrangement of gating logic instructions to each pro 
graming Site. 

39. The apparatus of claim 37, wherein each said con 
troller at Said plurality of programming Sites includes 
memory for retaining Said programming Sequence of an 
arrangement of gating logic instructions. 
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40. The apparatus of claim 37, wherein said master site 

performs the functionality of Said central controller. 
41. The apparatus of claim 37, wherein said plurality of 

programming sites include a shared memory for retaining 
Said programming Sequence of an arrangement of gating 
logic instructions. 

42. The apparatus of claim 37, wherein the programmable 
logic arrays carry a transmittable code indicative of operat 
ing parameterS Specific to the array, and wherein; 

each of Said programming sites includes means for acti 
Vating the array to Send the transmittable code; and 

wherein Said controller includes means for receiving the 
transmittable code when Sent and adjusting parameters 
of Said Sequence of programming Steps according to the 
operating parameters indicated by the received code 
from the array. 

43. The apparatus of claim 37, wherein performance of 
each programming site is independent of the other. 

44. The apparatus of claim 37, wherein if one of said 
programming sites develops a malfunction the remaining of 
Said plurality of programming Sites continue to operate 
independently of Said malfunctioning one. 

45. A method of automated transfer of an arrangement of 
gating logic instructions into a plurality of programmable 
logic arrays, each programmable logic array placed into one 
of a plurality of programming Sites, each programming site 
for connecting to a central controller, one of Said program 
ming Sites Serving as a master Site, the method comprising 
the Steps of: 

receiving data, a programming algorithm and program 
ming parameters into Said master Site from Said central 
controller; 

inserting a programmable logic array into Said master Site, 
reading device information at the master Site from Said 

inserted programmable logic array; 
modifying Said programming parameters based on Said 

device information; 
determining with the master Site and the central controller, 

an optimal Sequence of Steps required to program Said 
device, Said optimal Sequence of Steps assembled 
according to Said data, Said programming algorithm, 
and Said programming parameters, 

retaining the optimal Sequence of Steps, and 
providing Said optimal Sequence of Steps to each of Said 

plurality of programming Sites. 
46. The method of claim 45, wherein said sequence of 

StepS is assembled according to Said data, Said programming 
algorithm, and Said programming parameters. 
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