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Overview 
During manufacturing of electronic systems, blank non-volatile devices must often be programmed with 

initial data content.  This allows the target system to get up and running, and is referred to as “factory 
programming,”  “factory pre-programming,” or “bulk programming.”  Generally, this is a very straightforward 
process that has been in place in the industry for many years.  However, with NAND flash the process is more 
difficult. 

NAND flash is a high-density, non-volatile memory that requires increased algorithm complexity during 
factory programming when compared to other flash memory architectures, such as NOR.  This is primarily due to 
the existence of bad memory blocks and other reliability issues in the device shipped from the supplier.  NAND 
flash manufacturers are able to achieve commercially viable yields by allowing a small portion of the memory to fail 
test while still classifying the device as good.  This tradeoff produces the very low-cost, high-density characteristics 
for which NAND flash is sought.  By comparison, NOR flash is shipped with no such bad blocks at a much higher 
cost per bit and is simply not available in the densities that NAND provides.  NAND flash is also superior to NOR 
for erase and write performance.  By contrast, NOR is the fastest when it comes to reading the memory. 
 

 
NAND Flash Types 

To further complicate matters, there are multiple types of NAND flash as shown in Figure 1.  Since 
programming requirements vary amongst the different types, it is important to be capable of identifying these 
NAND types.  There are two main categories: Raw and Managed.  Raw NAND is the most cost-effective, since it 
contains just the flash memory array and a Program/Erase/Read (P/E/R) controller.  However, extra processing 
power and complexity is needed in the target embedded system to manage the raw NAND and make it reliable.  
Managed NAND on the other hand, contains a more sophisticated controller that internally manages the NAND.  
This typically increases the cost over raw NAND for the same memory density, but makes the NAND much easier 
to integrate. 

 

 
Figure 1 – NAND Flash type categories. 
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Raw NAND is available in two types: Single-Level Cell (SLC) and Multi-Level Cell (MLC).  The basic 
difference between the two is the number of data bits each memory cell holds.  For SLC, exactly one bit of 
information is held in each memory cell.  MLC devices store two or more bits per cell, though this is not without 
tradeoff.  By storing more bits per cell, the storage capacity of the NAND can be doubled, quadrupled, or even more 
for roughly the same cost to produce the die as compared to SLC.  Looking at it another way, MLC can produce the 
same storage capacity as SLC but using a smaller die, and therefore at a lower cost. 

The most recognized managed NAND devices are the consumer card types.  Popular card types include 
CompactFlash (CF), Secure Digital (SD), and MultiMediaCard (MMC), just to name a few.  These ubiquitous 
memory cards are sold direct to consumers for applications such as portable music players, digital cameras, 
handheld computers, and mobile phones.  The card packaging is standards-based and is designed to withstand 
handling by consumers as they are inserted and removed many times from a variety of devices. 

Embedded managed NAND types are electrically very similar to consumer cards, with the key difference 
being in the packaging.  Embedded managed NAND devices are designed to be surface-mount (SMT) soldered into 
the target system.  Such devices are a permanent part of the embedded system, and are not accessible to the 
consumer.  These devices are most often in ball grid array (BGA) style packages.  Embedded managed NAND 
devices are becoming increasingly popular due to their ease of integration.  The allure for system designers is the 
ability to use existing electrical interfaces designed for consumer cards.  Furthermore, these devices appear the same 
as a consumer card to software drivers designed to interface to consumer cards.  Some examples of embedded 
managed NAND are:  Samsung’s moviNAND™, Micron’s e-MMC™, SanDisk’s iNAND™, Toshiba’s eSD™, and the 
MultiMediaCard Association’s eMMC™.  
 
 
NAND Flash Memory Architecture 
 NAND flash is a block storage device that doesn’t utilize any address lines.  Unlike NOR flash and other 
random access memory devices, it is not possible to read or write directly to a single data word.  Reads and writes to 
NAND flash must be performed using multiple byte quantities called “pages.”  Each page is comprised of a “main 
area” for data storage, and a smaller “spare area” for storing metadata to enhance the integrity of the data in the main 
area, among other things.  This spare area is sometimes referred to as the “out-of-band” or “redundant” area.  The 
industry standard at this time for the additional capacity of the combined spare areas is 3.125% of advertised NAND 
capacity.  However, a few recent devices have increased this to over 5%.  The trend of increasing spare area capacity 
will most likely continue as advertised capacities increase and the drive to reduce the cost-per-bit reduces reliability. 

Erasing NAND flash is done in larger units called “blocks,” which are comprised of multiple pages.  Table 
1 lists typical block and page dimensions.  Instructions are written to the NAND flash via the data bus and control 
signals from the external system.  The instructions initiate reading, writing, and erasing at specific locations in the 
memory array. Figure 2 illustrates the relationships between blocks, pages, bytes, read, program, and erase.   
 

Block Size 
(pages) 

Page Size
(bytes) 

Main Area
(bytes) 

Spare Area
(bytes) 

64 528 512 16 
64 2112 2048 64 
64 4224 4096 128 
128 2112 2048 64 
128 4224 4096 128 
128 4314 4096 218 

Table 1 – Typical block and page sizes. 
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Figure 2 – NAND Flash Memory Architecture. 

 
 
Partial Page Programming 
 It used to be that most NAND devices would support multiple writes to a page before the page had to be 
erased, thus erasing all pages in the block.  This is referred to as “partial page programming.”  Since the entire page 
has to be written during program operations, 0xFF is clocked into the device for the unused locations.  Later, when 
data needs to be written to these unused locations, the existing data and the new data are written to the page.  This 
has the effect of programming the same data over again for the existing byte locations.  Such a technique is popular 
in systems designed or optimized for small-page NAND (512+16), but interface to large-page NAND (2048+64). 

However, with modern NAND devices, especially MLC NAND, partial page programming is not 
supported in the device.  Re-programming the same data into a page can cause bit errors to occur either immediately 
or in time.  For this reason, during factory programming it is important to only program pages containing data, and 
to program these pages exactly one time.  In other words, completely blank pages should never be written to during 
the factory programming process.  These pages should only be read and blank-checked, if desired. 
 
 
Booting From NAND 

NAND flash devices were originally adopted for mass storage applications, both in embedded systems and 
as a removable media due to large memory capacities and the lack of an address bus.  Code storage and execution, 
especially boot-up code, were almost exclusively implemented in NOR flash.  Since NOR flash has an address bus, 
it is a true random access device.  This enables a so-called “eXecute-In-Place (XIP)” architecture, where the 
embedded system processor can run code directly from the NOR flash.  This can be a critical requirement during the 
very early boot-up phase of a system.  For this reason, most systems requiring bulk storage combined both NOR and 
NAND flash on the board.  The NOR was used for critical firmware storage and execution, and the NAND for mass 
media and application storage similar to a mechanical hard-drive in a PC.   
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This paradigm is changing however, as more embedded system designs make increasing use of processors 
that contain integrated NAND controller hardware.  These systems are capable of booting from NAND by way of a 
“Store and Download (SnD)” architecture.  This technique involves copying the code into RAM, and then executing 
it from the RAM.  In general, SnD on NAND is not as simple to design and factory program as XIP on NOR.  
However, SnD on NAND can obviate the need for the once ubiquitous NOR flash device.  For cost-sensitive 
applications, especially consumer applications, this can be a clear winner. 
  
 
NAND Flash Reliability Issues 

Storing information in a NAND flash cell is done by charging the cell until its threshold voltage is within a 
range corresponding to the data value.  When reading back the cell, its threshold voltage is compared against 
reference points to ‘sense’ what the data value should be.  For SLC, there are simply two states, and a single 
reference point.  With 2-bit MLC, there are four states and three reference points.  Figure 3 illustrates this concept.  
It is possible to store even more bits, with more states and more reference points. 

 

 
Figure 3 – SLC (top) vs. MLC (bottom) cell value distributions. 
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The penalty for storing more bits per cell is reduced performance and reliability.  As more cell states are 
used, the margin of error between the cells is reduced.  The programming circuitry must utilize a more complex and 
time-consuming algorithm to achieve a decent enough charge distribution within the error margin.  Likewise, the 
read sense circuitry requires more time to detect the charge level within reasonable accuracy.  Therefore, charging 
and sensing the cell voltage is not exact.  Furthermore, a variety of factors will cause the threshold voltage to change 
over time.  With SLC there is significant margin for this error, since there is only a single reference point.  With 
MLC, this margin can become quite small.  Therefore, MLC is more prone to errors than SLC. 
 Reliability issues come about whenever a data value is sensed differently during read-back than what the 
cell threshold voltage was charged to during programming for that data value.  This manifests as data bits ‘flipping’ 
state.  That is, the data output from the device does not match the original data input.  But flips can occur in both 
SLC and MLC NAND, but MLC and its narrow margin of error is significantly more prone to bit flip errors. 

The most common cause of bit flips during factory programming is due to what’s referred to as “program 
disturbs.”  Program disturbs occur whenever programming a region of NAND causes the threshold voltages of 
previously programmed cells to drift.  This however, does not always result in flipped bits.  The likelihood of a 
program disturb resulting in a bit flip increases the more that the disturbed cell is erased.  With fresh devices, which 
are typically used during factory programming, the cells are very resistant to the effects of program disturbs.  With 
SLC devices and their high margin for threshold voltage error, program disturbs do not occur in fresh devices.  By 
contrast, MLC devices will exhibit bit flips due to program disturbs even in brand new devices.  With MLC, it is 
simply not possible to factory program the device without encountering bit errors during the verification. 
 It is the burden of the system interfacing to the NAND to detect and correct such bit-flip errors.  This is 
accomplished by the use of Error Correction Codes (ECC).  Before a page of data, is programmed into the NAND, 
an ECC algorithm is run on that data.  This produces a smaller piece of metadata that can later be used to detect 
errors whenever the data is read back.  If errors are indeed detected, the ECC is further capable of correcting the 
errors so long as the number of incorrect bits is less than the correction strength of the particular ECC algorithm.  
NAND manufacturers facilitate the storage of this extra ECC data by adding additional memory to each page in the 
device, referred to as the “spare area.” 
 In general, the number of bit errors will increase as the NAND device is worn by repeated Erase/Program 
cycles.  So long as the bit errors remain within the system’s ECC correction capability, the data integrity is never 
compromised.  At some point, the number of bit errors in a page may become dangerously close to exceeding what 
the ECC can correct.  The system controlling the NAND must never allow the bit errors to exceed a correctable 
amount, or data loss will occur and/or the system will become defective.  Therefore, entire groups of pages, called 
“blocks”, must be decommissioned by electrically marking them as bad.  Bad blocks are never used again for data 
storage.  Since blocks will inevitably go bad, to reduce the cost of producing NAND devices, NAND manufactures 
may elect to mark a certain number of blocks as bad during the die testing rather than reject the entire die.  
Therefore, most brand new NAND devices are shipped with known and marked bad blocks.  Devices with zero bad 
blocks can be obtained at a very large cost, since the yield of such devices is quite low.  These rare devices are 
sometimes referred to as “daisy samples.” 
 It is important to realize that NAND manufacturers do not provide any extra blocks in the devices for 
replacing blocks that go bad or have been factory marked bad.  This is often a source of confusion with respect to 
the spare area.  The spare area is used to store additional data needed to manage the quality of the good blocks and 
to make them more reliable.  It is not for replacing bad blocks.  When a NAND block is marked bad, the capacity of 
the device is permanently reduced.   
 
 
Bad Block Management 
 Since the reliability of NAND flash will change over time as it is erased and programmed repeatedly in the 
target system, a scheme must be employed to manage this issue.  This is referred to as bad block management 
(BBM).  Various elements comprise a bad block management scheme, with a subset being significant during factory 
programming.  Unfortunately, there are numerous BBM schemes used in the field, with more being devised all of 
the time.  This adds a new dimension of complexity to programming raw NAND, because the device programmer 
must conduct the elements of bad block management exactly the same as the target system that the NAND 
device will be soldered into.   

For the device programmer to support the NAND device, two algorithms are needed.  The first is the 
conventional device programming algorithm as specified by the semiconductor manufacturer.  The second is the 
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BBM algorithm.  The BBM algorithm is a user-selectable software module that interfaces with the device 
programming algorithm.  Its implementation depends upon the target system, not just the NAND device.  The 
challenge is in obtaining a well-defined BBM algorithm specification.  Figure 4 illustrates the conventional 
programming support paradigm, along with the additional BBM algorithm required to program the NAND so that it 
will function correctly in-circuit.   

 

 
Figure 4 - Conventional programming requires one algorithm for the device.  Raw NAND programming 
requires two distinct algorithms. 

 
When configuring a raw NAND programming job, you must select two algorithms: one for the device, and 

another for the BBM scheme.  Unfortunately, if the BBM scheme is incorrect for the target system, there will be no 
sign of an issue until the devices are soldered into the circuit.  There is not a safety mechanism like the device 
algorithm’s use of the electronic identifiers to mitigate the risk of choosing the wrong algorithm. 

 
 

BBM Algorithm Specification 
 Unlike semiconductor devices, which generally have clear and obtainable specifications furnished by the 
same company that produces the device, BBM algorithm specifications can be elusive.  The BBM algorithm is 
defined by system modules external to the NAND device, which can be hardware and/or software components.  To 
further complicate matters, various system components can contribute a portion of the larger algorithm.  These 
components can be from multiple suppliers.  Obtaining a comprehensive BBM algorithm specification from a sole 
source may not be achievable.  Components that may contribute to the BBM scheme include, but aren’t limited to: 
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commercial, open-source, or proprietary flash file system software and drivers, microcontrollers or chipsets with 
integrated NAND controller hardware, and hardware IP core NAND controllers. 

Quite often, system designers are abstracted away from the details of all or a portion of the BBM scheme 
elements taking place in their design.  This intellectual property might even belong to someone else.  Many 
hardware and software vendors will not disclose the details of their BBM algorithms, or at the very least, require 
time consuming non-disclosure agreements (NDA) to be executed before furnishing the specifications. 

For these reasons, bad block management is often the greatest obstacle to ramping up production 
programming of NAND.  These roadblocks must be addressed during the product design phase.  If left unaddressed 
until the production phase, delays can occur.  It can be devastating to a project schedule to discover that an incorrect 
BBM algorithm was used during factory programming after the devices are soldered onto the boards, and to make 
matters worse, nobody can come up with the BBM algorithm specification.   

 
 
Six BBM Factory Programming Elements 
 To help with specifying BBM algorithms for production programming, six areas are important.  These 
include: 

1. Bad Block Replacement Strategy 
2. Partitioning 
3. Error Correction Codes (ECC) 
4. Spare Area Placement 
5. Free Good Block Formatting 
6. Dynamic Metadata 

 
There are other aspects of bad block management, such as wear leveling, block reconditioning, and garbage 

collection that are important for the target system to implement.  However, only the above listed areas are a 
requirement during factory programming. 
 
 
Bad Block Replacement Strategy 
 The bad block replacement strategy defines what the algorithm must do whenever a bad block is 
encountered.  During factory programming, these bad blocks are the result of reading the semiconductor 
manufacturer’s bad block indicators from the device.  The strategy algorithm is responsible for locating the data 
originally destined for the bad block into an alternate good block.  There are two fundamental bad block replacement 
strategies used during programming:  Skip Bad Blocks, and Reserve Block Area. 
 The Skip Bad Blocks replacement strategy is the most basic and straightforward replacement strategy.  
When a bad block is encountered, the algorithm simply skips ahead to the next good block.  Figure 5 demonstrates 
this approach.  This is the most prevalent method used during programming, as it is a very generic and well-
performing strategy.  It does have the side effect of causing a shift to occur between physical and logical 
arrangement of data.  This often requires the use of partitioning to resolve.  The Skip Bad Blocks replacement 
strategy is not well suited for use in the target system application if the NAND will undergo extensive 
read/erase/write cycles, since bad blocks that manifest in the field would require subsequent data blocks to shift over 
physically.  For this reason, many flash file systems are factory programmed with Skip Bad Blocks, then resort to 
more complex replacement strategies at run-time.  On the other hand, some applications that merely use SLC NAND 
in a write-seldom/read-often or ROM role simply use Skip Bad Blocks in the target system itself, since the device 
should not develop further bad blocks in the field during intended use of the system. 
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Figure 5 – Skip Bad Blocks replacement strategy. 

 
 The Reserve Block Area (RBA) bad block replacement strategy utilizes a reserved “reservoir” of blocks, 
generally at the end of the NAND device, to be used as replacements for Bad Blocks that are encountered in the 
main data region, called the User Block Area.  When a Bad Block is encountered during programming, the data 
pattern content originally destined for it is instead programmed into one of the good blocks in the RBA reservoir. 
This is illustrated in Figure 6.  Since this strategy is not linear in nature, a table must usually be maintained that 
maps bad blocks to the RBA replacement block.  These tables are typically proprietary to a particular bad block 
management scheme, and so are not generic.  Some flash file systems require that the NAND device be programmed 
with an RBA strategy, and this can create production delays while the algorithm specification is obtained and 
implemented. 
 

 
Figure 6 – Reserve Block Area replacement strategy. 

 
Partitioning 

Designs using NAND flash will often divide the memory into various physical regions, called partitions, 
much like the partitions on a PC hard-drive.  One thing that partitions make possible, is the ability to guarantee that a 
particular piece of data will reside at a predetermined physical block, regardless of the number of bad-blocks that 
occur before it.  This aids low-level software components such as boot-loaders and file system drivers that must 
easily locate the beginning of a region of data. 
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When utilizing Skip Bad Blocks replacement strategy, bad-blocks will cause the data to shift over into the 
next good block.  Partitioning is required to prevent data in one region from encroaching upon adjacent regions 
whenever bad blocks occur, as shown in Figure 7.  When utilizing an RBA style bad block replacement strategy, 
partitioning of the data is typically not done.  Instead, the device is simply divided into User and Reserve block 
areas. 

Defining partitions is just as essential as the data that’s going into the NAND.  Partitions are a way of 
instructing the programmer to reject devices that are otherwise good according to specification, but contain 
arrangements of bad blocks that will not work in the target-system.  Without this additional information accurately 
specified, the programmer may not reject devices that would fail to function in the target-system.  Partitions are 
expressed in terms of physical start and stop NAND blocks and the size of the image residing in the partition.  
Virtual device addresses can be used as an alternative to blocks.  The start and stop define the physical region on the 
NAND device where the partition resides.  The image size defines the number of good blocks required within the 
partition start and stop.  Any NAND device not containing at least the number of good blocks defined by the image 
size within the partition start and stop will be rejected by the programmer.   

 

 
Figure 7 – Example of partition encroachment due to a bad block.  The four blocks of data destined for 
physical NAND blocks 0-3 are interrupted by the bad physical block 1.  This causes logical data block 3 to 
shift into partition B. 

 
By specifying an image size that is smaller than the partition size, you are allocating ‘padding’ in the 

partition.  The partition size is simply the number of blocks encompassed by the partition start and stop.  For every 
padding block in the partition, there can be one bad block in the NAND device within the partition without causing 
the data to encroach upon the next partition.  Figure 8 illustrates this concept.  By creating multiple partitions with 
various quantities of padding, you are able to control the physical starting locations of different data regions critical 
to the target embedded system.  Furthermore, you can tailor the padding for each partition to suit that particular 
partition’s usage in the end application. 
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Figure 8 – Preventing partition encroachment by allocating padding.  Partition A contains two extra padding 
blocks 4 and 5.  The logical data shift caused by the bad block is mitigated by these padding blocks.  Data for 
partition B will always begin at physical block 6, as long as there are no more than 2 bad blocks in partition 
A. 

 
Error Correction Codes (ECC) 

ECCs are stored in the spare area of each NAND page, and allow the external system to detect data 
corruption in the main page area. In most cases, the ECC algorithm can correct the error. There are three ECC core 
algorithms predominately used for NAND Flash: Hamming, Reed-Solomon, and BCH. Furthermore, each algorithm 
can be parameterized in different ways to accomplish various bit correction strengths yielding a varying number of 
code bytes that must be written to the spare area.  So long as the number of corrupt bits in a page does not exceed 
the number of bits the ECC can correct, the reliability of the NAND flash is upheld. 

Obtaining a full ECC algorithm can be very challenging.  Many system designers are unable to produce this 
information, since the algorithm is most likely implemented in a hardware controller or commercial software library 
to which they do not have source code access.  Often times, implementing a particular ECC algorithm may infringe 
upon patent rights and/or require royalties to be paid to the intellectual property (IP) holder. 

Still, the factory programmer must ensure that correct ECCs are programmed into the NAND, otherwise the 
target system will fail to function when the NAND is placed in-circuit.  Even if the algorithm can be implemented in 
the programmer, generating ECCs is computationally intense requiring significant operating time. This will reduce 
devices-per-hour (DPH) throughput in a production programming process.  During factory programming, the data 
pattern content is static and so the ECCs can be predetermined and embedded in the data pattern.  Avoiding these 
computations during programming greatly increases the programming process throughput.  During verification of 
the NAND device, the programmer is able to compare every bit read from the device to the original data pattern, 
which obviates the need for the ECC algorithm to detect errors. 

With previous generation SLC devices, mostly 8 Gbit or less, you could rely on the factory programmed 
data reading back with 100% accuracy during verification.  Once in-circuit, the devices could potentially exhibit bit 
errors after many erase/write cycles.  This fundamental assumption regarding no bit flips during factory 
programming of fresh devices held true for many years.  However, with all MLC NAND, and newer SLC NAND at 
around 32 Gbit and greater densities, the devices will certainly exhibit bit flip errors during factory programming.  
Therefore, the device programmer must be capable of distinguishing verify errors that can be corrected in-circuit vs. 
errors that cannot.  Only devices with bit mismatches that would fail in-circuit must be rejected, otherwise, 
programming yield would be reduced to zero. 

For reasons described above, it is not desirable to utilize the target system’s actual ECC algorithm during 
factory programming, even to detect verify errors that are within the acceptable bit error rate.  Instead, the device 
programmer can make use of a Bit Error Rate Tolerance (BERT) mechanism during verification.  By simply 
specifying the target system’s ECC BERT per number of bytes per page to the device programmer, a high-speed 
verification can be achieved with specialized hardware during factory programming.  This can be done without 
involving a particular ECC algorithm by the fact that the original data is accessible, something not true in the target 
system. 
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Spare Area Placement 
 The spare area of each page contains additional metadata used to manage the NAND device.  Spare area 
placement defines this content and how it is arranged.  The primary use of the spare area is for bad block markers 
and ECC bytes.  The NAND manufacturer specifies the location of the bad block marker, and the device 
programmer must use these locations to recognize factory bad blocks.  In practice, it is common for multiple ECCs 
to be used for each page.  Each ECC correlates to a “sub-page,” often referred to as a sector.  The spare area 
placement specifies the offset location of each ECC byte and the main page sector for which it corresponds.  
 A variety of other application-specific content can be specified in the spare area placement.  Examples 
include erase counts, physical-logical mappings, clean markers, and garbage collection flags.  However, as ECC 
correction requirements continue to increase, the ECCs consume more and more of the spare area.  For this reason 
most modern flash file systems do not add any additional metadata to the spare area beyond ECC and bad block 
markers. 
 Some system designs will deliberately violate the semiconductor manufacturer’s specified bad black mark 
location.  It is typical of these types of systems to store non-blank data in the spare area location reserved for the bad 
block mark, and use other criteria to indicate a bad block.  It’s best to avoid such designs, since these techniques 
don’t always transfer well to alternate NAND device part numbers.  However, since many systems in the field rely 
on this, and if done carefully poses no problem, factory NAND programmers must support it.   
 
 
Free Good Block Formatting 
 When using either Skip Bad Blocks or an RBA style bad block replacement strategy, there are typically 
unused good blocks left over in the device after programming.  These are referred to as “free good blocks,” and are 
the result of a device containing fewer factory bad blocks than the maximum allowed by the target system design.  
For Skip Bad Blocks strategy, these free good blocks exist within the padding area of each partition.  In an RBA 
style strategy, these free good blocks exist in the RBA reservoir.  In either scheme, the number of free good blocks 
is the quantity of replacement blocks minus the number of actual bad blocks on the device.  Usually, during factory 
programming there will be some amount of free good blocks, since embedded systems are designed to withstand an 
increase in bad blocks that will develop in the field.  Figure 9 shows an example of a free good block occurring in a 
skip bad blocks partition. 
 

 
Figure 9 – Free Good Block Formatting specifies the content of unused blocks in a partition. 

 
Free Good Block Formatting defines the content that the programmer must write to these blocks.  Most 

often, this is simply blank-state that results in the programmer merely ensuring that these blocks are blank.  No 
programming is performed within these blocks if they are to remain blank.  However, some file systems do require 
special so-called “clean markers” or other metadata type content to be placed into the free good blocks.  In this case, 
only the pages within the block that must contain the content are programmed.  This can range from a single page up 
to all pages in the block.  It is important for the programmer to not violate the partial page programming 
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specification of the device.  This is very important for MLC NAND devices that do not allow any partial page 
programming.  That is, all of the bytes in a page may only be programmed a single time, with a single page 
programming operation.  After which, no further programming in the page may be done without first erasing the 
entire block. 
 
 
Dynamic Metadata 

Some bad block management schemes require additional information specific to each device to be 
programmed.  This dynamic metadata is usually computed by the programmer, based on characteristics unique to a 
particular device.  The most common use of dynamic metadata is for the programming of custom, application-
specific bad block remap tables and file system headers.  Other uses for this data are often highly proprietary and 
exclusive to a particular target system design. 

 

Example System 

As an example, consider the following NAND Flash partition layout illustrated in Figure 10 for a Store and 
Download (SnD) capable system that can boot from raw NAND Flash. The system uses the Linux operating system 
(OS) and offers storage capabilities of media files on a JFFS2 file system on the NAND. The NAND Flash device 
has an organization of 2048 blocks containing 64 pages that are comprised of a 2048 byte main page with a 64 byte 
spare area. The NAND Flash is partitioned into 4 regions denoted by (Start-Stop:ImageSize) with the following 
purposes:  

1. First Partition (0-0:1) - Contains the bootstrap code that the system processor's Initial Program Load (IPL) 
logic will load to its internal RAM and begin executing upon reset. The partition is a single block located at 
block 0, without any room for Bad Blocks. The hardwired IPL logic in the processor is only capable of 
accessing block 0, and does not have the ability to work around bad blocks. The bootstrap's purpose is to 
initialize other hardware systems (e.g. DRAM), and load the more sophisticated bootloader starting at block 1 
into DRAM and transfer control to it. If this block (0) is found to be bad during pre-programming, the device 
must be rejected. The data in this partition is not expected to change as part of normal use of the system. This 
partition occupies 1 block, starting at block 0. 

2. Second Partition (1-4:2) - Contains the bootloader code that is loaded into DRAM and executed with the 
purpose of decompressing, loading, and executing the OS kernel. The bootloader is more significant than the 
bootstrap in terms of complexity and size, and so it must span 2 blocks. However, the bootstrap is capable of 
recognizing and skipping Bad Blocks while loading the bootloader, so this partition contains 2 reserve blocks 
that can be used by the device programmer to replace any Bad Blocks that occur in the first 2 blocks of the 
partition. The data in this partition could change and expand as updates are applied to the system, though it 
should be rare. This partition occupies 4 blocks, starting at block 1. 

3. Third Partition (5-24:10) - Contains the compressed image of the Linux operating system kernel. This is a 
large region of code that is expected to be updated occasionally throughout the lifetime of the system. The 
bootloader will start loading the kernel into DRAM starting at block 5, skipping any bad blocks encountered. 
The size of the kernel image at product launch is about 1.15MB, so it will fit into 10 blocks. An extra 10 blocks 
are reserved for Bad Block replacement and future expansion which are to be initialized to 0xFF. This partition 
occupies 20 blocks, starting at block 5. 

4. Final Partition (25-2047:6) - Consumes all remaining NAND blocks, and is by far the largest partition. This is 
for the JFFS2 file system that contains all of the application-specific firmware, system files, and user media 
files. This partition is accessed by the file system driver contained in the OS kernel as a block-based storage 
device. The kernel will mount the file system starting at block 25. This partition will undergo heavy Read/Write 
cycles throughout the lifetime of the device as the user stores and manages media files and applies feature 
updates. The majority of this partition is unused when the product ships -- the pre-programmed system only 
occupies 6 blocks. All remaining blocks are to provide user storage, and to replace Bad Blocks in the file 
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system. The JFFS2 driver requires that all free good blocks are programmed with "cleanmarkers" during the 
pre-programming process. This partition occupies 2023 blocks, starting at block 25. 

 

Figure 10 – Example NAND Flash Memory map for an embedded system. 
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All partitions except the file system are Read-Only during normal usage of the end-system. For these partitions, 
a simple Skip Bad Blocks replacement strategy is all that is needed. The file system partition will undergo many 
Read-Write cycles throughout the lifetime of the end-system. Further bad block development in this partition is an 
expected and normal operational scenario. The file system drivers handle all of these details, including wear-leveling 
and idle-time garbage collection (i.e. Erase). The file system also utilizes its own Bad Block Replacement strategy 
that allows replacing Bad Blocks with any arbitrary block in the partition. Such a strategy is important when 
considering the otherwise poor performance of moving data if a Bad Block occurs between several Good Blocks. 
However, this does not occur during bulk pre-programming, and a simple Skip Bad Block strategy will suffice in 
that environment. These advanced features of the file system require complex use of Spare Area metadata in the 
NAND Flash device. 

 
 
Universal Factory Programming BBM Scheme 

To aid in a seamless design-to-manufacturing transition, the following is a highly flexible bad block 
management scheme to be used during factory programming that is compatible with most target systems. 

 
1. Bad Block Replacement Strategy: Skip Bad Blocks 
2. Partitions: One or more partitions defined in terms of physical starting block, stop block, and the 

required good blocks on the device within each partition (image size). 
3. ECC:  All ECCs are pre-computed and contained in the data pattern file. 
4. Spare Area Placement:  All spare area bytes, including the ECCs, are contained in the data pattern. 
5. Free Good Block Formatting:  All content or blank padding for potential free good blocks is 

contained in the data pattern. 
6. Dynamic Metadata:  No usage of dynamic metadata. 

 
When adhering to the above conventions during factory programming, the stock BBM algorithm can be 

used.  This achieves the fastest throughput (DPH) without any lead-time or development fees for the BBM algorithm 
in the programmer.  Avoiding the development of a custom BBM algorithm is very attractive, since no specification 
is needed and there are no IP issues to overcome. 

Most target systems are compatible with this scheme.  Typically, the embedded system software is capable 
of booting from a NAND device programmed in this manner, and then it initializes a more sophisticated scheme 
during board bring-up.  It is most common for flash file system (FFS) partitions to behave in this way.  This holds 
true for all popular open-source FFSs, and most commercial off-the-shelf (COTS) FFSs.  However, there are some 
COTS and one-off FFSs that require an RBA style scheme during programming.  These will require custom BBM 
algorithm development with a cost and lead-time. 
 The static data pattern content and layout are a main component in achieving compatibility with the 
Universal Factory Programming BBM Scheme.  The arrangement of the data pattern should be as a flat binary file, 
with a 1:1 mapping to the device’s physical pages and blocks.  The data content for both the main and spare area of 
each page must be included in sequential order just as it will be arranged physically in the device.  By containing all 
spare area placement, including the ECCs, the data pattern can be streamed into the device very rapidly, as no 
computations will have to be performed on-the-fly. 

The data pattern must contain all free good block formatting for all potential free good blocks.  This is best 
understood by imagining that the NAND device doesn’t contain any bad blocks, and therefore the data pattern must 
have a block of data for each available block.  In reality, the device programmer will discard one block of free good 
block formatting for each bad block encountered in a partition.  Remember, even blank-state padding (0xFF) is 
considered free good block formatting.  

Most design tools will generate a data pattern constructed according to this specification.  This is the de 
facto image file industry standard.  It is also possible to extract a data pattern meeting this standard by performing a 
so-called “raw” low-level read of an already programmed NAND device that contains zero bad blocks.  This 
technique is sometimes used when a systems developer does not have the needed image file generating tools.  A 
NAND device can be programmed using a hardware development kit using the embedded system’s software, then a 
raw read performed and captured into an image file.  This image file can be used as the data pattern for factory 
programming.  However, this does not capture partitioning -- that information must still be specified.  Some modern 
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design tools for NAND controllers will generate both the data pattern and a partition table file that facilitate “load 
and go” factory programming. There are also proprietary file formats that encapsulate the partition table and the 
image data.  Check with your NAND controller or FFS vendor for details about their data pattern creation tools for 
factory programming. 
 
 
Third-party and Custom BBM Schemes 
 Despite the industry trend towards the Universal Factory Programming BBM Scheme, there are legacy 
systems that are not compatible.  Even some newer system designs must be factory programmed using a proprietary 
BBM algorithm.  Manufacturing these systems is often met with delays and unexpected costs due to the non-
standard BBM algorithm.   

There are also COTS flash file system software libraries that do not adhere to this convention.  Fortunately, 
these companies often produce adequate specifications for the development of the BBM algorithm for factory 
programming.  Before choosing a commercial NAND flash file system to use in your design, ask the provider if 
their BBM scheme is supported by large volume production programming systems, including automated systems.  
Find out if they will fund the development of their BBM algorithm in the programming system of your choice.  
Otherwise, you may incur unexpected costs, be forced into using a single vendor’s programming solution, or worse, 
lack the ability to program in the volume you need at a suitably low cost. 
 When designing your own NAND flash controller hardware, driver software, or flash file system, be 
mindful of how the NAND device will be programmed during production.  Don’t assume that the NAND device will 
be programmed in-circuit.  Programming NAND in-circuit can be very costly and very slow.  Furthermore, if the 
embedded processor must boot from NAND, then it usually needs to be programmed before it’s soldered in.  For 
any appreciable volume, in-socket programming is usually the fastest and most economical method.  Be sure that 
your design is capable of being programmed using the Universal Factory Programming BBM Scheme.  It’s always 
best to switch to more complicated BBM schemes, if needed, during the first system boot after the NAND device is 
soldered in-circuit. 
 
 
 
Programming Managed NAND 
 Factory programming managed NAND is much simpler than raw NAND, even for embedded applications.  
Internally, the managed NAND device contains raw SLC or MLC NAND flash.  There is also a NAND controller 
integrated into the device, which completely manages the raw NAND access.  Since managed NAND implements 
the BBM scheme internally, the device programmer is not burdened with this additional algorithm.   For this reason, 
managed NAND devices are programmed in a simple and straightforward manner similar to conventional non-
volatile memory devices. 
 The standardized managed NAND interfaces, such as SD and MMC require the use of cyclic redundancy 
codes (CRCs) during all transactions with the device.  This stems from the concept of using memory cards, where 
the electrical connection is a socket accessible to the user, and thus warrants an additional layer of error detection.  
Though surface mount embedded devices based on these standards do not have these connection risks, the use of the 
CRCs are still required since it’s an inherent part of the interface.  This allows for easy integration into an embedded 
system using existing hardware and software modules.  For the highest throughput (DPH) in factory programming, it 
can be beneficial to pre-compute all CRCs and place them in the data pattern following each sector.  This can be 
accomplished with an image formatter software tool.  This allows the programmer to rapidly stream the data when 
programming and verifying.  Any programming errors will be detected during the verification pass. 
  
 
Serializing NAND 
 When factory programming any non-volatile device, it’s often necessary to program some unique data into 
every device.  This can include examples such as simple serial numbers, network addresses, encryption keys, or 
even larger blocks of data constructed just-in-time.  In general, the serialized data size is small compared to the 
entire data set being programmed.  When serializing raw NAND, it may be necessary to update one or more ECCs 
in addition to the serialized data itself.  This is required if the region being serialized is covered by an ECC.  If the 
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location being serialized is not covered by an ECC in the target system, then this additional update isn’t needed.  
Likewise, if serializing managed NAND devices, you may need to also update the CRC embedded in the data 
pattern, if the file has been pre-formatted. 
 
 
Conclusion 
 Factory programming raw NAND flash is more complex than conventional non-volatile devices.  As 
embedded system designers increasingly choose to use NAND flash to replace NOR, more of it will need to be 
factory programmed in-socket prior to assembly.  Understanding how the target system requires the NAND to be 
programmed is critical to producing devices that will function in-circuit.  Collectively known as bad block 
management (BBM), these six elements must be implemented in the software of the device programmer.  Though de 
facto standards are emerging, a large number of systems have unique and esoteric requirements.  For a successful 
ramp up of volume production programming, obtain comprehensive BBM algorithm specifications for your project 
as soon as possible.  Strive to achieve compatibility with the Universal Factory Programming BBM Scheme.  
However, if your project requires a special BBM algorithm, contact your device programmer vendor for a custom 
solution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
moviNAND™ is a trademark of Samsung Electronics Co., Ltd. 
e-MMC™ is a trademark of Micron Technology, Inc. 
iNAND™ is a trademark of SanDisk Corporation. 
eSD™ is a trademark of Toshiba America Electronic Components, Inc. 
eMMC™ is a trademark of the MultiMediaCard Association. 
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